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Abstract— Sign language, a vital communication tool for
individuals with hearing impairments worldwide, is promi-
nently utilized within the Bangla-speaking community. Bangla
is recognized as the seventh most spoken language globally.
However, research in Bangla Sign Language Recognition (SLR)
- the process of translating symbols or words from images
and videos - has been predominantly confined to controlled
environments with limited samples and rudimentary symbol
annotations, impeding its application in real-world scenarios. In
contrast to previous studies, our research concentrates on SLR.
It delves into the relatively unexplored territories of Bangla Sign
Language Translation (SLT) and Sign Language Production
(SLP), areas that have been largely overlooked due to dataset
constraints. We introduce BTVSL, a comprehensive Bangla
Sign Language dataset derived from the YouTube series ‘BTV
Desh o Jonopoder Khobor’. This dataset, featuring 60 hours
of news content in sign language delivered by professionals,
represents the largest sentence-level dataset available for Bangla
SLT, encompassing a broad spectrum of expressions. Leverag-
ing BTVSL, we evaluated four distinct SLT models, achieving
an average BLEU score of 20.42. This result underscores the
potential of BTVSL in enhancing the accuracy of sign language
translation.

I. INTRODUCTION
Sign Language (SL) is a comprehensive communication

system that employs physical gestures, encompassing facial
expressions, hand movements, and arm postures, to articulate
thoughts and meanings. It is the primary communication
medium for the deaf and mute community globally. As per
the World Federation of the Deaf (WFD), approximately 70
million individuals rely predominantly on sign language for
their daily communication. The structure and syntax of sign
language exhibit significant variation across different regions,
with multiple dialects often co-existing within a single coun-
try’s borders. Analogous to spoken languages, sign languages
possess a unique grammar native to the source language. A
combination of facial expressions, hand movements, and full-
body gestures shapes the semantics of signed expressions.
For instance, the American Sign Language (ASL) allows the
expression of the alphabet using a single hand, whereas both
hands are utilized in German and British Sign Language.

Bangla, a language spoken by 337 million individuals,
also has a substantial deaf community that employs the
Bangla Sign Language daily. According to statistics, 34.6%
of the population (49.2 million) experiences some degree of
hearing loss, and profound hearing loss (a loss of 90 dB or
more) is present in 1.2% of the population (1.7 million). The
development of an automated translator, specifically designed
to comprehend the language of people who are deaf or hard

of hearing, could significantly facilitate their communication
with the broader population of Bangla users.

In the domain of sign language research, three primary
challenges have been identified: Sign Language Recognition
(SLR), Sign Language Translation (SLT), and Sign Language
Production (SLP). SLR is concerned with converting sign
language into a symbol-level representation of spoken lan-
guage. In contrast, SLT focuses on translating sign language
into a sentence-level representation of spoken language.
Conversely, SLP is essentially the inverse of SLT, translating
written or spoken language into sign language. Various
datasets have been established in the literature for sign lan-
guage translation across different languages. The benchmark
dataset, RWTH-PHOENIX-Weather 2014 [3], is predomi-
nantly used for all three problems. Additionally, datasets for
Chinese Sign Language (CSL) are also frequently employed
[19], [53]. However, it is noteworthy that existing datasets
for Bangla sign language, such as the one mentioned in
[22], primarily include symbol-level annotations for SLR.
This highlights the need for more comprehensive datasets to
facilitate research in SLT and SLP for Bangla sign language.

In this paper, we introduce BTVSL, the first compre-
hensive dataset for sentence-level Bangla Sign Language
Translation (SLT). The dataset is compiled from a publicly
accessible YouTube channel with text data. Subtitles are ob-
tained via a third-party speech-to-text API. We have devised
post-processing algorithms to enhance the organization of the
dataset, thereby facilitating further training. To evaluate the
performance of our dataset, we employ the S2T Stochastic
Transformer model [49]. Standard Natural Language Pro-
cessing (NLP) metrics, such as BLEU and ROUGE scores,
are used, with a varying Alpha and a fixed beam size.
After the initial evaluation, we extend our experimentation
to four distinct models: TwoStream-SLT [8], CiCo-Sign
Language Retrieval [10], Gloss Attention for Gloss-free Sign
Language Translation [55] and Gloss-free Sign Language
Translation [57]. This further exploration allows us to assess
the versatility and applicability of our dataset across various
models.

The key contributions of this paper are encapsulated as
follows:

• We introduce BTVSL, a pioneering dataset designed
specifically for the Bangla sign language translation
task.

• We comprehensively describe the methodology em-
ployed in creating our sign language translation (SLT)
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Fig. 1. Signers of BTVSL

dataset, including utilizing third-party models for data
extraction.

• We evaluate our dataset’s performance for SLT tasks,
employing four well-established deep-learning models.

• We explore various parameters and preprocessing tech-
niques to enhance the performance of our dataset.

The structure of this paper is as follows: In Section II,
we provide a comprehensive review of the existing literature,
focusing on the datasets and methodologies employed in Sign
Language Translation (SLT) and Sign Language Processing
(SLP). We also delineate our unique contributions in the
context of these works. Section III is dedicated to formulating
the SLT problem and describing our novel approach, which
results in the production of BTVSL. In Section IV, we
explain our experimental setup in-depth and discuss the eval-
uation metrics used, including ROUGE and BLEU scores.
Finally, we conclude the paper in Section V, outlining our
plans to expand and enhance our dataset.

II. RELATED WORKS

A. Datasets for SLT

Many sign language datasets, encompassing a diverse
range of languages, have been documented in the sign lan-
guage literature. These corpora typically comprise sentences,
corresponding videos, and gloss information. Sign language
experts generate most of these datasets in controlled, studio-
like environments. For instance, datasets were constructed
by Wilbur et al. [52] and Dreuw et al. [14] in such set-
tings, with sign language professionals interpreting scripts.
However, these works scarcely reflect real-world scenarios,
as investigated by Yin et al. [56]. Furthermore, the expansion
of these datasets is challenging due to substantial costs. In
contrast, Camgoz et al. [3], [7], and Albanie et al. [1] have
created datasets derived from television programs.

The benchmark datasets for Sign Language Recog-
nition (SLR) tasks have been the German datasets:

RWTH-PHOENIX-Weather 2014: Continuous Sign Lan-
guage Recognition and Parallel Corpus of Sign Language
Video, Gloss and Translation [3], [25]. Despite this, a
multitude of models have been constructed on a variety of
other sign languages. These include Indian Sign Language
(ISL) [39], [33], [50], Chinese Sign Language (CSL) [19],
[53], Korean Sign Language [24], Turkish Sign Language
[16], [23], Persian Sign Language [40], and American Sign
Language (ASL) [9], [44]. Furthermore, datasets comprising
Bangla sign language data with symbol-level annotations
have been created by Rafi et al. [38], Islam et al. [22], and
Hasib et al.[17].

We introduce the Bangla Text to Video Sign Language
(BTVSL) dataset, which provides sentence-level annotations
for Bangla Sign Language. This dataset has been compiled
from a YouTube playlist. Furthermore, to promote open and
collaborative research, we have made all the annotations
publicly accessible, which can be found here.

In sign language translation and recognition, many non-
deep learning algorithms have been employed, including but
not limited to Support Vector Machines (SVM), Hidden
Markov Models (HMM), and various statistical analysis
techniques. Deep learning models have become increasingly
prevalent for these tasks as the field has evolved. These
encompass Convolutional Neural Networks (CNN), sequence
models, and Generative Adversarial Networks (GAN). His-
torically, sequence models such as LSTM [47], Bi-LSTM
[21], and GRU [11] networks have been leveraged for Sign
Language Recognition (SLR) and Sign Language Production
(SLP). However, in recent times, transformer models have
emerged as a popular choice, attributed to their enhanced
performance in these tasks.

Sign language recognition is primarily concerned with
accurately identifying the semantic content conveyed by a
sign language interpreter. A multitude of models, including
those proposed by [51], [12], [40], [39], [9], [19], [36], [44],
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[50], [23], have been used to convert sequences of images or
videos depicting sign language into translations at the word
level. Similarly, the works of [37], [2], [20], [26], [3] have
strived to generate translations at the sentence level from
sequences of images. A significant number of studies, such
as those by [4], [33], [16], [53], [24], [23], have adopted
an intermediary approach. They have extracted key points
from the body of sign language interpreters from sequences
of images, and these extracted representations have been
translated into translations at the word or sentence level.
This approach has shown promising results in the ongoing
research in the field of sign language recognition.

Convolutional Neural Networks (CNN) have emerged as
the preferred choice in image sequence processing. A mul-
titude of studies [51], [39], [36], [44], [50], [23] have em-
ployed CNN models for Sign Language Recognition (SLR)
tasks. Despite the effectiveness of CNNs, there has been
a surge in developing more potent CNN models. This has
been achieved by amalgamating CNN models with traditional
sequential models. Examples of such models include Long
Short-Term Memory (LSTM) [2], [20], [40], [9], [33], Bidi-
rectional LSTM (Bi-LSTM) [37], [12], [19], Gated Recurrent
Units (GRU) [24], Recurrent Neural Networks (RNN) [3],
and Hidden Markov Models [26]. The advent of transformer
models in Natural Language Processing (NLP) inspired re-
searchers to apply these models to Sign Language Recog-
nition (SLR) tasks. Studies by [4], [16] have successfully
interpreted body-pose skeletons into textual representations
using transformer networks.

Currently, most of the sign language translation methods
have been using an architecture that uses intermediate gloss
annotation of the language to produce the text from sign
language. However, acquiring gloss annotations for any lan-
guage is challenging and expensive. In this scenario, different
models have emerged recently that do not use the gloss an-
notation to do the translation process. Gloss Free SLT based
on Visual-Language Pretraining [57], GASLT [55], Gloss-
Free-End-to-End sign language translation framework [31]
various sign language translation methods are being done to
mitigate this overhead of generating gloss annotations for the
language.

B. Other Related Works

Sign Language Production (SLP) is a complex task that
involves the generation of sign language from textual data.
This complexity arises from the need to capture the con-
textual semantics of words and generate corresponding se-
quences of body-pose skeletons. Transformer and Generative
Adversarial Network (GAN) models are often employed for
this task due to their respective abilities to capture word con-
text and generate effective body poses. Transformer models
have successfully created sequences of body-pose skeletons
[41], [43], [42]. GAN models, in conjunction with other
models such as Convolutional Neural Networks (CNN) [45],
Recurrent Neural Networks (RNN) [46], and transformer
networks [42], have been applied to SLP tasks. The RWTH-
PHOENIX-Weather-2014 dataset [25], a German dataset,

has been predominantly used for training SLP models. All
deep learning models referenced in this SLP subsection have
utilized this benchmark dataset for training and validation.

III. OUR METHOD

A. Problem Statement

The primary objective of our BTVSL dataset is to facilitate
Sign Language Translation (SLT) for the Bangla language.
Even though sign language translation has grown in different
languages over the years, the Bangla language has been left
out till now. That is why the main aim of our BTVSL
dataset is to provide a comprehensive collection of sign
language gestures and expressions so that researchers and
developers can create more accurate and effective Sign
Language Translation systems.

For SLT, we may represent a sentence as Y = (y1, y2, ...yT )
where yt represents a token and T is the number of tokens
for Y. For any sentence Y, there is a corresponding sequence
of frames X = (x1, x2, ...xU ) where U is the total count
of time steps for frames X and xi represents the matrix
representation of an image for a specific time step. The
objective of SLT is to learn the probabilities p(Y |X). In
general, our goal of crafting our dataset BTVSL is to train an
SLT model that would take Bangla sign language sequences
as input and generate Bangla sentences as text output

B. The BTVSL Dataset

We introduce BTVSL, the inaugural sentence-level anno-
tated dataset designed specifically for Bangla Sign Language
Translation. The detailed statistics of BTVSL can be found
in Table I.

TABLE I
DATASET STATISTICS

Total Video Length 60 Hours
Number of Signers 22
Total Frame Count 1.8 Million (approx)
Total Sentences 24085
Total Vocabulary 48623
Total Words 340172

The source of the videos for BTVSL is the YouTube Chan-
nel Bangladesh Television1, which offers local Bangladeshi
news with sign language interpretations. We manually iden-
tified and selected regions within these videos that contained
a single signer against a fixed background. The frame rate
was subsequently reduced to 10 FPS. A total of 134 videos
were selected for inclusion in our dataset.

Each video in our dataset features a sign language in-
terpreter working from a script. We used a voice activity
detection API and a speech-to-text API to transcribe the
spoken content into text. Subsequent post-processing was
employed to refine and clean the transcribed texts.

Table II shows a comparison of our datasets with the
widely used RWTH-PHOENIX-Weather 2014 and Chinese
Sign Language (CSL) dataset.

1https://www.youtube.com/@BangladeshTelevision-BTV
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Fig. 2. Pipeline for data processing. a) Audio extraction from video, b) Voice activity detection using Hugging Face, c) Segment news reports in a news
video, d) Detect starting and ending time for all Bangla words in a news report using Google API, e) Speech to Bangla text transcription using Google
API and manually segment sentences from the continuous word list, f) Assign start time and end time to each of the sentences.

TABLE II
DATASET COMPARISONS

Our Dataset Phoenix-2014T [25] CSL-Daily [58]

Total Video Length (Hours) 60 25 100+
Number of Signers 22 9 50
Total Frame Count (Million) 1.8 (approx) 1.1 1.9
Total Sentences 24085 8257 25000
Total Vocabulary 48623 2887 -
Total words 340172 - 175000 (approx)

C. News Report Segmentation

Each news video in our dataset comprises multiple news
reports. We observed significant periods of silence between
these reports. Consequently, we employed a voice activ-
ity detection model to segment each video into individual
news reports. Of the various voice activity detection models
available, we opted for the Hugging Face Voice activity
detection 2, owing to its superior performance. Following
the segmentation process, we manually eliminated segments
that did not feature sign interpreters. This resulted in 5,761
news report segments derived from 134 news videos. These
segments were subsequently used to obtain the transcripts

2https://huggingface.co/pyannote/voice-activity-detection

discussed in the following subsection.

D. Transcript Generation

The playlist lacked Bangla subtitles for the news videos,
and the BTV HQ archives did not retain scripts of previ-
ously broadcasted news reports. Consequently, we required a
speech-to-text model to transcribe the audio content into text.
We evaluated several cloud-based speech-to-text models, in-
cluding Amazon Transcribe3, Speech to text4, Amberscript5,
and Rev6. We ultimately selected the Google Speech-to-
Text API7 due to its superior performance in transcribing
Bangla speech, providing starting and ending timestamps
for each pronounced word. Each news report contained 3-4
sentences that were inseparable using voice activity detection
due to minimal or no silence periods between sentences. Fur-
thermore, the Google Speech-to-Text API does not support
automatic punctuation marks to denote sentence endings in
the Bangla language. As a result, we manually separated

3https://aws.amazon.com/pm/transcribe
4https://azure.microsoft.com/en-us/products/cognitive-services/speech-to-

text
5https://www.amberscript.com/en/products/api-custom-models
6https://www.rev.com/services/speech-to-text-apis
7https://cloud.google.com/speech-to-text
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the sentences of each continuous news report transcription.
We assigned a start and end timestamp to each sentence.
This process yielded 24085 sentences from 5,761 news report
segments, with each sentence assigned its timeframe.

IV. EXPERIMENT AND RESULTS

In this section, we delve into the criteria for our model
selection and the comprehensive training setup employed
for our Bangla SLT dataset. Post-training, we assess the
performance of our dataset by presenting the BLEU [34],
ROUGE [29], ROUGE-L [30], and Recall metrics at Rank
K (R@K, where a higher score is preferable). Subsequently,
we analyze the SLT models’ performance on our dataset.

BLEU and ROUGE scores are two of the most commonly
used metrics in machine translation. BLEU-n represents
the weighted average translation precision up to n-grams.
Generally, we use uniform weights; the weights from 1-
grams to n-grams are all 1/n. ROUGE measures the overlap
of n-grams between the generated summary and the reference
summary. The goal is to assess how well the generated
summary captures the essential information in the reference
summary.

A. Model Selection

We employ four distinct models for training on our dataset:
[8] TwoStream-SLT, [10] CiCo-Sign Language Retrieval,
[55] Gloss Attention for Gloss-free Sign Language Trans-
lation and [57] Gloss-free Sign Language Translation. These
models were selected due to their ability to formulate an end-
to-end SLT solution that does not require gloss sequence
ground truth throughout the modeling process. Given the
financial implications of hiring sign language experts for
gloss-level annotation of the dataset, these models present
a cost-effective alternative.

B. Training Setup

Our dataset is comprised of 24085 sentences. We joined
all the sentences from each video, shuffled them, and divided
the videos into training, validation, and testing sets in a
70:15:15 ratio. Given that we trained the dataset on four
different models, we prepared four sets for each division. We
trained the models in a desktop computer powered with an
Nvidia 2070 RTX graphics card, 32GB RAM, and a Ryzen
8 processor.

C. CiCO-Sign Language Retrieval [10]

Cross-Lingual Contrastive Learning (CLCL) is a method-
ology designed to establish a shared embedding space for
sign videos and text. This approach facilitates the identi-
fication of detailed sign-to-word mappings. The procedure
encompasses the extraction of features from sign videos and
words, the introduction of cross-lingual similarity, and the
application of contrastive learning. This process enables the
model to learn and understand the relationship between sign
language and its corresponding textual representation.

The extraction of sign features is achieved using a sign
encoder and a Transformer. Text features, on the other

TABLE III
CICO MODEL [10]: PERFORMANCE METRICS FOR MODELS TRAINED ON

DIFFERENT DATASETS

Dataset R@1 R@5 R@10 MedR

How2Sign 56.6 69.9 74.7 1.0
PHOENIX2014T 69.5 86.6 92.1 1.0
BTVSL 40.1 51.45 65.12 4.4

hand, are generated via a lower-cased byte pair encoding
(BPE) representation and an additional Transformer. The
encoders are initialized with CLIP’s image and text encoders
to enhance transfer capability. The performance of various
datasets and a comparison with our BTVSL dataset are
illustrated in the table referenced as Tab. III below.

The evaluation metrics utilized include Recall at 1 (R@1),
Recall at 5 (R@5), Recall at 10 (R@10), and Median Rank
(MedR). The performance of the CiCo Model varied across
different datasets. For the ”How2Sign” dataset, the model
achieved a R@1 of 56.6%, R@5 of 69.9%, R@10 of 74.7%,
and a Median Rank of 1.0. The model exhibited superior
performance on the ”PHOENIX2014T” dataset, with a R@1
of 69.5%, R@5 of 86.6%, R@10 of 92.1%, and a Me-
dian Rank of 1.0. However, the performance was relatively
lower on the ”BTVSL” dataset, with a R@1 of 40.1%,
R@5 of 51.45%, R@10 of 65.12%, and a Median Rank
of 4.4. These results suggest that the effectiveness of the
CiCo Model is contingent on the specific dataset, with the
”PHOENIX2014T” dataset yielding robust results.

D. TwoStream-SLT [8]

Two-stream SLT is a system that processes sign language
through two distinct information streams: a visual stream
for sign language gestures (video or image) and a linguistic
stream for the signed content’s transcriptions or semantic
representations. In the context of our BTVSL dataset, the
visual stream involves collecting data from various signers,
preprocessing video frames or images to extract relevant
features, and training a gesture recognition model to link
visual patterns with specific Bangla sign gestures. Concur-
rently, the linguistic stream transcribes the sign language into
Bangla text or semantic representations. This is followed
by applying Natural Language Processing (NLP) techniques
to enhance the understanding of the linguistic content. The
integration phase ensures the temporal alignment of the
visual and linguistic streams, synchronizing the recognized
gestures with their corresponding linguistic elements. The
final translation model uses this integrated information to
generate translated outputs, which could be spoken Bangla
or written text. Compared to other datasets, the Bangla
dataset’s performance is demonstrated in the table referenced
as Tab. IV below.

The performance of the two-stream SLT model varied
across different datasets. For the Phoenix-2014T dataset, the
model achieved a ROUGE score of 52.01, with BLEU scores
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Fig. 3. Illustration of cross-lingual contrastive learning

ranging from 52.35 (BLEU-1) to 26.47 (BLEU-4). The
model demonstrated superior performance on the CSL-Daily
dataset, with a ROUGE score of 54.08 and BLEU scores
ranging from 54.32 (BLEU-1) to 28.66 (BLEU-4). However,
the model’s performance was relatively lower on the BTVSL
dataset, yielding a ROUGE score of 30.23 and BLEU scores
ranging from 28.11 (BLEU-1) to 18.56 (BLEU-4). These
metrics provide a comprehensive evaluation of the model’s
effectiveness in generating translations, highlighting varia-
tions in performance across different datasets. The robust
scores on the CSL-Daily dataset suggest strong translation
capabilities, while the lower scores on the BTVSL dataset
indicate potential challenges in handling diverse datasets.

E. Gloss-free Sign Language Tranlsation [57]

In line with our primary objective of constructing a com-
prehensive pipeline to convert Bangla sign language videos
into Bangla text, bypassing the use of intermediate gloss,
we have chosen to employ the Gloss-free Sign Language
Translation model [57]. This model has been expressly
incorporated to handle our BTVSL dataset.

In the Gloss-free Sign Language Translation (GSFLT)
model, we employ a 2D-CNN component that leverages the
ResNet18 [18] architecture, pre-trained on ImageNet [13].
Adhering to the configuration of a prior study [58], we set
the stride size to 2/4 and the kernel size to 6/2 for the
Conv1D/Maxpooling layers within the temporal blocks. The
Transformer encoder and decoder each comprise three layers,

TABLE IV
TWOSTREAM-SLT [8]: PERFORMANCE METRICS FOR MODELS TRAINED

ON DIFFERENT DATASETS

Dataset ROUGE BLEU − 1 BLEU − 2 BLEU − 3 BLEU − 4

Phoenix-2014T 52.01 52.35 39.76 31.85 26.47
CSL-Daily 54.08 54.32 41.99 34.15 28.66
BTVSL 30.23 28.11 25.33 20.12 18.56

TABLE V
GLOSS-FREE SLT [57]: PERFORMANCE METRICS FOR MODELS TRAINED

ON DIFFERENT DATASETS

Dataset ROUGE BLEU − 1 BLEU − 2 BLEU − 3 BLEU − 4

Phoenix-2014T 44.08 33.56 26.74 22.12 43.72
CSL-Daily 39.20 25.02 16.35 11.07 36.70
BTVSL 30.23 23.11 16.33 12.16 25.16

with a hidden size of 1024 and a feed-forward size of 4096.
Each layer incorporates eight attention heads. A dropout rate
of 0.1 is implemented to mitigate the risk of overfitting.

We undertake distinct pretraining tasks on the training sub-
set of the BTVSL dataset. The mini-batch size is configured
to 16, with Automatic Mixed Precision (AMP) technology
employed to augment the batch size. Given the constraints
associated with the original Bangla dataset, input sequences
are initially resized to 224x224 during both the training
and inference stages. Stochastic Gradient Descent (SGD) is
utilized as the optimizer. The learning rate is subject to decay
following a cosine schedule [32], ranging from a maximum
of 0.01 to a minimum of 1e-5. This process is sustained for
a total of 80 epochs.

Tab. V provides a comparative analysis of the results ob-
tained from different datasets trained using this architecture.

The performance of the Gloss-free Sign Language Trans-
lation model, as evaluated by ROUGE and BLEU met-
rics, varies across different datasets. For the Phoenix-2014T
dataset, the model achieved a ROUGE score of 44.08.
The CSL-Daily and BTVSL datasets yielded lower ROUGE
scores of 39.20 and 30.23, respectively. Regarding BLEU
metrics ranging from BLEU-1 to BLEU-4, the Phoenix-
2014T dataset outperformed the CSL-Daily and BTVSL
datasets across all n-gram orders.
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Fig. 4. Method Overview: GFSLT-VLP improves the SLT by (a) performing Visual-Language Pretraining in stage 1 first, and then (b) transferring
parameters of the pre-trained Visual Encoder and Textual Decoder in stage 2. Wherein N indicates the number of samples in a mini-batch

F. Gloss Attention for Gloss-free Sign Language Translation
[55]

The GASLT model is implemented using the PyTorch
framework [35], based on the open-source code from [27]
and [5]. The model follows the Transformer architecture with
512 hidden units, 8 heads, and 2 layers for the encoder and
decoder. The gloss attention parameter (N) is set to 7. To
prevent overfitting, dropout with 0.5 drop rates is applied to
both the encoder and decoder layers.

We use the pre-trained I3D model from TSPNet [28] to
extract visual features for a fair comparison. Visual features
for models other than TSPNet are extracted using a sliding
window of eight with a stride of two. The network is initial-
ized with Xavier initialization [15]. Label smoothed cross-
entropy loss [48] optimizes the SLT task with a smoothing
parameter (ε) set to 0.4. During training, the batch size is
set to 64.

The Adam optimizer [48] is utilized with an initial learning
rate of 5 × 10−4, β1 = 0.9, β2 = 0.998, and ϵ =
10−8. Weight decay is set to 10−3. Similar plateau learning
rate scheduling as in [6] is employed, with adjustments to
patience (9) and decrease factor (0.5). Both translation cross-
entropy loss and knowledge transfer loss Lkt weights are set
to one. All experiments use the same random seed.

The table referenced as Tab. VI provides a comparative
analysis of the results obtained from different datasets trained
using this architecture.

The table illustrates the performance metrics of the
Gloss Attention for Gloss-free Sign Language Translation
(SLT) model on various datasets. Across the Phoenix-2014T
dataset, the model exhibits a substantial ROUGE-L score of
39.86, indicating a strong correlation between the generated
translations and reference sign language sequences. Addi-

TABLE VI
GLOSS ATTENTION FOR GLOSS-FREE SLT [55]: PERFORMANCE

METRICS FOR MODELS TRAINED ON DIFFERENT DATASETS

Dataset ROUGE − L BLEU − 1 BLEU − 2 BLEU − 3 BLEU − 4

Phoenix-2014T 39.86 39.07 26.74 21.86 15.74
CSL-Daily 20.35 19.90 9.94 5.98 4.07
SP-10 [54] 16.98 21.72 10.92 6.61 4.35
BTVSL 22.14 20.11 9.67 6.32 3.25

tionally, the BLEU scores for n-gram precision (BLEU-1
to BLEU-4) are consistently high, underscoring the model’s
effectiveness in capturing unigram and higher-order gram
overlaps.

On the CSL-Daily dataset, the model displays a lower
ROUGE-L score of 20.35, suggesting a comparatively
weaker correlation with reference gloss sequences. Corre-
spondingly, the BLEU scores for this dataset are also lower
than those observed on Phoenix-2014T, indicating that the
model’s performance is less robust in this context.

For the SP-10 dataset, the model achieves a moderate
ROUGE-L score of 16.98, with BLEU scores at an inter-
mediate level. This suggests a reasonable level of precision
in capturing n-gram overlaps, showcasing the model’s per-
formance in this specific sign language dataset.

On the BTVSL dataset, the model performs well, evi-
denced by a ROUGE-L score of 22.14, indicating a good
alignment with reference sign language sequences. However,
the BLEU scores are relatively lower than Phoenix-2014T,
suggesting some challenges in capturing specific n-gram
overlaps on this dataset. But compared to the previous mod-
els on the same datasets, we can see that the BTVSL dataset
almost outperforms two of the three prominent datasets in
this model.
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G. Discussion on Results

In the CiCO-Sign Language Retrieval model, our dataset
performs with a score of R@1 of 40.1%, R@5 of 51.45%,
R@10 of 65.12%, and a Median Rank of 4.4. This perfor-
mance may indicate potential challenges or unique aspects
of the Bangla Sign Language as captured by the BTVSL
dataset. Our dataset was prepared using a publicly available
YouTube channel, while other datasets were typically pre-
pared in a dedicated studio setting. This has led to differences
in video resolution, the accuracy of sentence-level mapping,
and the diversity of the dataset. These factors could have
contributed to the observed variations in model performance
across different datasets.

In the context of the TwoStream-SLT model, the sum-
marization scores on the BTVSL dataset were compara-
tively lower, with a ROUGE score of 30.23 and BLEU
scores ranging from 28.11 (BLEU-1) to 18.56 (BLEU-4).
The BTVSL dataset presents unique challenges in summa-
rization, potentially due to the diversity of sign language
expressions it encompasses. Potential areas for improvement
could include refining the processing of Bangla transcriptions
in the linguistic stream and adapting the visual stream to
better capture the intricacies of diverse sign gestures within
the BTVSL dataset to enhance performance. Furthermore,
strengthening the synchronization between the visible and
linguistic elements could improve summarization.

The Gloss-free Sign Language Translation (GSFLT)
model’s performance on the BTVSL dataset, as evaluated
by ROUGE and BLEU metrics, indicates room for im-
provement. The model achieved a ROUGE score of 30.23
and BLEU scores ranging from 23.11 (BLEU-1) to 25.16
(BLEU-4). These results suggest that the model encoun-
ters challenges in directly translating Bangla sign language
videos into text without using an intermediate gloss. This
could be due to unique linguistic nuances present in the
BTVSL dataset. Further investigation into these specific lin-
guistic nuances and subsequent refinement of the translation
model could be beneficial to enhance translation quality.

The final model, Gloss Attention for Gloss-free Sign
Language Translation, shows that the BTVSL dataset can
outperform datasets even with the constraints the datasets
have. From the ROUGE-L and BLEU metrics, we find that
the Phoenix-2014T dataset tops the metrics with around a
score of 39. The BTVSL dataset does better than the CSL-
Daily and SP-10 datasets with an improvement of +2 in the
score for the CSL-Daily and +6 in the score for the SP-10
in this model. This result shows that no matter what models
we use, the BTVSL dataset almost always performs around
an average BLEU score of 20.

Overall insights indicate a common challenge across mod-
els, with BTVSL consistently presenting challenges, pro-
ducing an average score in all the models, indicating the
need for dataset-specific optimizations. The diverse nature
of sign language expressions in BTVSL may require model
adjustments to capture better and understand the varied lin-
guistic and visual elements. Future improvements could in-

volve more extensive data collection within the Bangla Sign
Language context, including a broader range of sign gestures
and linguistic variations. Fine-tuning models specifically for
the nuances of BTVSL and potentially incorporating user
feedback for continuous refinement may lead to enhanced
model performance.

V. CONCLUSION AND FUTURE WORKS
We present a novel dataset from online videos for Bangla

sign language translation. This resource generates continuous
sentences and has the potential for further exploration. Fu-
ture work includes using Generative Adversarial Networks
(GANs) to convert these sentences into continuous video
sequences, creating realistic sign language avatars. Despite
current inaccuracies, we believe improvements can be made
through precise video annotations.

Our dataset is a dynamic tool in the evolving field of
sign language translation, with potential for enhancement.
One strategy is to use image processing networks to add
depth modalities, improving the translation of sign language
expressions.

We aim to develop a deep learning-based framework for
seamless translation between Bangla texts and sign language.
The goal is to map texts directly to a sign language in-
terpreter’s skeleton data and vice versa. If successful, this
approach could revolutionize interpretation, enabling Bangla
sign language users to communicate more easily with others
and promoting inclusivity. This work contributes to sign
language translation, facilitating more accessible communi-
cation for diverse linguistic communities.
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